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The energies and optimized geometries of the lowest lying singlet, triplet, and quintet states for the Fe(I[)—,
Co(IIl)—, Ni(IV)—, Ru(Il)—, Rh(IIl)—, and Pd(IV)—salens have been computed with the B3ALYP and BP86
density functional theory (DFT) methods, and the results are compared to more robust complete active-space
self-consistent field (CASSCF) values. Density functional optimizations are performed using two different
models of the salen ligand, and CASSCF relative energies at these DFT geometries show no appreciable
difference whether the smaller or the larger model salen is considered. Unlike in our previous studies on the
d® and d*> metal—salens, DFT methods rarely predict the correct ordering of states compared to high-level
complete active-space third-order perturbation theory (CASPT3) computations. The DFT energy gaps, moreover,
are generally much smaller than those predicted by the CASPT3 method. Similarly to our previous studies,
DFT optimized geometries closely match the CASSCF optimized geometries with errors mostly on the order
of 0.1 A least root mean squared deviation. The electronic structure of the Co(III)— and Rh(III)—salens is
particularly challenging, and significant differences between CASPT2 and CASPT3 relative energies were

observed in these cases.

1. Introduction

The salen (bis(salicylaldehydo)ethylenediamine) and salen-
type ligands with various metal centers comprise a highly active
class of synthetic complexes.'™ Depending on the metal center
(normally 3d- and 4d-metals), these complexes have been
utilized for numerous asymmetric catalysis applications.’”’
Research on the immobilization of the metal—salen complexes
has shown that different schemes can greatly effect the catalytic
activity.® The molecular supports, furthermore, may have a
significant influence on the electronic structure of the metal—salen
complexes.’ Understanding the underlying catalytic reaction
mechanisms via electronic structure computations could im-
mensely aid past and ongoing efforts to tune the reactivity and
selectivity of metal—salen catalysts.

Previous theoretical studies on metal—salen systems are
largely limited to the Mn—salen complex'?~2% while very few
have explored different metal centers with multireference
methods.?’~? Density functional theory (DFT) methods®*3! have
seen much success in its applications to organic chemistry and
has become attractive for coordination chemistry as well.?>3
However, currently popular density functional approximations
can be less reliable for systems containing transition metals when
several low-lying electronic states are present.!%*~42 Further-
more, there exist benchmark studies of DFT computations on
transition metal ligand complexes,*™* but few reach the size
and complexity of the metal—salen systems. Of significant
importance, the application of two common DFT methods on
the olefin epoxidation mechanism with the Mn—salen catalyst
yields large qualitative discrepancies.!!

Transition metal complexes can feature strong dynamical and
nondynamical electron correlation effects, which makes them
difficult to describe theoretically. One possible solution is to
include higher-order excitations in the treatment of electron
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correlation. Unfortunately, such approaches become computa-
tionally intractable for larger molecules. Another approach is
to treat the system with multireference methods.*™*® The
difficulty of utilizing this approach is complicated by the
selection of appropriate active spaces and the sufficient treatment
of dynamical electron correlation. Work in our group on the d°
and d*> metal—salens** has outlined a procedure for the proper
treatment of metal—salen complexes with minimal active space
multireference methods and has shown that DFT methods, in
general, fail to properly describe the singlet, triplet, and quintet
energy gaps for a series of metal—salen complexes.

This work extends our systematic study on the accuracy of
DFT methods to the d® metal—salen complexes. In particular,
the Fe(II)—, Co(II)—, Ni(IV)—, Ru(Il)—, Rh(IIl)—, and Pd(IV)—
metal salen complexes are considered. Optimized geometries
and relative energies obtained using various density functional
approximations are benchmarked against high-level multiref-
erence ab initio methods. This work improves upon prior studies
of d° and d*> metal—salen complexes by considering both the
smaller model salen ligand used previously and a larger model
system. As before, this work is not intended to study the
chemical properties of the metal—salen systems per se but to
test the reliability of DFT methods for use in such studies. The
d® metal—salen series does, however, contain important com-
plexes utilized for catalytic transformations. The Ru(II)—salen
has been shown to catalyze the cyclopropanation of olefins and
the Co(IlI)—salen has been used to catalyze the hydrolytic
kinetic resolution (HKR) reaction.*™>? Furthermore, the ef-
ficiency of supported Co(IlI)—salen for HKR reactions has also
been extensively studied.®37> The results presented here serve
to guide future theoretical investigations on these highly
important series of metal—salen catalysts.
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Full Salen Ligand

Figure 1. Two model systems for the metal—salen catalysts and the
full salen ligand. Axial ligands may be present in positions X and Y;
however, no axial ligands were considered in the present work.

2. Theoretical Methods

Figure 1 shows the two model systems for the metal—salens,
as well as the full salen ligand. No axial ligands were used in
this study in an attempt to focus on the nature of the interaction
between the metal center and only the salen ligand. The metal
centers, M, studied were Fe(II), Co(III), Ni(IV), Ru(Il), Rh(III),
and Pd(IV). All DFT computations were performed with the
Jaguar 5.5 suite of programs.’® The combination of Becke’s
19887 exchange functional with Perdew’s 1986 correlation
functional (BP86) and the combination of Becke’s three
parameter hybrid functional® with the correlation functional of
Lee, Yang, and Parr® (the hybrid functional, B3LYP) DFT
methods were utilized with the Los Alamos basis sets and
corresponding effective core potentials of Hay and Wadt
(LANL2DZ) for all transition metal atoms® and the 6-31G*
basis sets for all other atoms®? (LANL2DZ*). The pseudospectral
DFT implementation®® with a fine grid, as found in Jaguar 5.5,
was used to completely optimize the geometries (root-mean-
square (rms) gradient 1073 au) for the lowest singlet, triplet,
quintet states of each functional for each model system. A
restricted open-shell reference was used in DFT computations
of triplet and quintet states. Frequency computations were
performed to ensure the structures corresponded to potential
energy minima.

All complete active-space (CAS) type methods were per-
formed with the MOLPRO 2006.1 package of ab initio
programs. The converged BP86 geometries were used as
starting points for the complete active-space self-consistent field
(CASSCF)* optimizations of the model 1 complexes. Starting
orbitals were generated using the configuration of singles and
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doubles (CISD) method with the STO-3G%~%7 basis sets. Large
CAS-configuration interaction (CAS-CI)*® computations were
performed with the CISD natural orbital guesses. The active
spaces were chosen from an examination of the most important
orbitals in the CAS-CI vector. From this starting information,
the final CASSCF wave functions were determined using the
LANL2DZ* basis. For the model 2 systems, CASSCF single-
point computations were performed for the Fe(Il)—, Co(II)—,
Ru(II)—, and Rh(IIT)—salens at the optimized B3LYP model 2
geometries.

CAS second-order and third-order perturbation theory
(CASPT2%% and CASPT3)" methods were performed at the
converged CASSCF geometries (rms gradient 1073 au) for the
model 1 systems. Due to the limitation on the number of
correlated orbitals that can be included in the CASPT3 program,
the lowest 27 molecular orbitals were frozen throughout the
CASPT3 computations. Estimates of the full CASPT3 energies
were obtained by correcting the internally contracted CASPT2
energies with the difference between CASPT3 and CASPT2
with the 27 lowest orbitals frozen. All computations employed
a restricted-core approximation with a small-core, 1s2s2p3s and
152s2p3s3p3d4s for the 3d and 4d transition metals, respectively.
The leading determinants from the CASSCF CI expansions
indicated the degree of multireference character for each
complex.

Optimized model 1 CASSCF geometries were compared to
optimized model 1 DFT geometries and the least root mean
squared deviation (LRMSD) values were computed with the
Visual Molecular Dynamics (VMD) program.”! Similarly, the
LMRSDs were calculated between the optimized model 1
B3LYP geometries and the opimized model 2 B3LYP geom-
etries, where only the heavy atoms of the model 1 systems and
the corresponding atoms of the model 2 systems were compared.
Molecular orbital isosurfaces were generated using MOLEKEL
with contour values of 0.05.7

3. Results and Discussion

Table 1 provides the relative energies for the singlet, triplet,
and quintet states for the model 1 and 2 Fe(Il)—, Co(Ill)—,
Ru(Il)—, and Rh(IIl)—salens, and the model 1 Ni(IV)— and
Pd(IV)—salens. States that are nearly isoenergetic with the
lowest states provided in Table 1 and explicit geometry analyses
are not presented here for the sake of brevity and can be found
in the Supporting Information along with the CASSCF, B3LYP,
and BP86 optimized geometries.

Figure 2 shows a representation of the active space orbitals
used in the CAS-type computations. The computed active space
orbitals match our chemical intuition in that the highest lying
occupied and partially occupied molecular orbitals are the five
non/antibonding d-orbitals of the metal center. Our previous
work, furthermore, outlines the importance of the two C—C—C
(three-center, two-electron) s bonds referred to as Rur; and Ror,
hereafter. In Figure 2, both Rzt; and Rur, are represented by the
R orbital plot. These Ror orbitals are included only for the
Ni(IV)— and Pd(IV)—salens leading to active spaces consisting
of 10 electrons in 7 orbitals. This is due to the increased positive
charge on the metal center compared to other metal—salens
considered, which lowers the energy of the d orbitals relative
to that of the Rur orbitals. For the Fe(I)—, Co(III)—, Ru(Il)—,
and Rh(IIT)—salens, the Rzr; and Ror, orbitals remain doubly
occupied leading to active spaces consisting of 6 electrons in 5
orbitals. In general, the bonding nature of the metal center with
the salen ligand mainly relies on the interactions between the
d,, metal orbital with the p orbitals of the surrounding nitrogen
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TABLE 1: Relative Energies (kcal mol™!) for the Low-Lying Electronic States of the Model 1 and Model 2 (in Parentheses)

df-Metal—Salens Computed at Various Levels of Theory

state CASPT3¢ CASPT2¢ CASSCF B3LYP BP86
Fe(I) I'A 56.17 61.42 69.72 (79.86) 28.78 (28.00) 16.60 (15.48)
1A 21.90 25.43 36.30 (41.06) 0.00 (1.33) 0.00 (0.00)
I’A 0.00 0.00 0.00 (0.00) 3.91 (0.00) 15.55 (11.82)
Co(IID) I'A 33.54 41.07 46.56 (43.79) 12.36 (13.08) 0.48 (1.06)
1P’A 0.00 1.76 9.93 (10.97) 0.00 (0.00) 0.00 (0.00)
1A 21.43 0.00 0.00 (0.00) 15.39 (11.93) 24.78 (22.27)
Ni(IV) I'A 1.13 0.81 0.61 0.00 0.00
1PA 0.41 0.25 0.00 20.88 8.97
1A 0.00 0.00 0.06 8.24 39.40
Ru(Il) I'A 22.61 22.44 26.06 (32.63) 10.18 (8.09) 2.48 (15.48)
1PA 0.00 0.00 0.00 (2.85) 0.00 (0.00) 0.00 (0.00)
1A 14.69 10.09 3.33 (0.00) 37.62 (34.43) 46.77 (36.95)
Rh(IID) I'A 17.42 11.75 22.34 (24.49) 0.00 (0.00) 0.00 (0.00)
PA 0.00 0.00 0.00 (0.00) 2.91 (2.79) 8.69 (6.98)
A 63.11 24.45 35.96 (29.68) 49.03 (45.74) 58.48 (54.26)
PA(IV) I'A 0.00 0.00 0.00 4.84 0.00
1PA 0.41 0.47 0.14 0.00 6.53
A 29.08 26.07 13.24 43.35 51.57

“ Relative energies computed at the CASSCF optimized geometries.
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Figure 2. Representation of the active space orbitals for the d°
metal—salen catalysts.

and oxygen atoms. The antibonding d,, orbital, accordingly, is
always the highest lying among the active space d orbitals.
3.1. Fe(II)— and Ru(Il)—Salens. For the neutral Fe(Il)—
and Ru(I)—salens, the active spaces chosen were comprised
of the five d-orbitals. CAS-type computations for the Fe(Il)—salen
predict a quintet ground state followed by a triplet state and
then a singlet state, 22 and 56 kcal mol~! higher in energy
relative to the quintet state, respectively, for the CASPT3
method. Both DFT methods predict a triplet ground state
followed by a quintet state. For the Ru(II)—salen, all methods
predict a triplet ground state. The energetic orderings, however,
are not consistent. The CASPT3 method indicates the quintet
state to be 15 kcal mol™! above the triplet state and a singlet
state 8 kcal mol™! higher than the quintet state. The B3LYP
method predicts the singlet state to follow the triplet state with
a relative energy of 10 kcal mol ™! and then the quintet state 28
kcal mol~! higher than the singlet state. The BP86 relative
energies show the same trend as the B3LYP relative energies.
The discrepancy between the DFT and CAS-type methods
can be rationalized by examining the leading determinants from
CASSCF computations (a representative example is shown in
Table 2). The small coefficients of the most important deter-
minants indicate the high degree of multireference character of

TABLE 2: Leading Determinants in the Natural Orbital
Basis from SA-CASSCF Calculations on the Low-Lying
Electronic States of Fe(II)— and Ru(II)—Salens

state determinant coeff
Fe(II) 1'A (de—2)? (d)? (d2)B (dya 0.663
(dxz—yz)z (dxz)z (dZZ)(l (d,vz)ﬂ —0.663
(de-y2)?* (de)* (d2)? —0.165
I°A (de—y2)?* (do)a (d2)* (dy)a 0.976
(dxz—yz)z (dxz)a (d)‘z)(x (dxy)2 —0.116
PFA  (de-pa (oo (2 (oo o 0.986
(de 2 oo @d2)a (@da (dyo  —0.164

Ru()  I'A (e (do)’ (d2)° 0.795
(de-y)* (dw)* (dy)” —0.334
(dxz_yz)z (dzz)z (dyz)2 _0268
(de-)B (d)* (d2)a (dy)? —0.254
(dxl_yl)(l (dxz)z (dﬂ)ﬂ (dyz)2 0.254

PA  (de? (4?2 doa 0925
(Ao (AP (@2 (d)oc 0366
PA  (depa oo @2 @doa da 0741
(dxz—yz)z (d)a (d2)a (d,vz)a (dxy)a —0.624
(dxz—yz)a (d)a (d2)a (dyz)z (dxy)a 0.248

the Fe(Il)— and Ru(I)—salen wave functions. For example, the
largest determinant in the Fe(Il)—salen singlet state CI wave
function is only 0.663. By contrast, wave functions dominated
by a single reference typically have a leading CI coefficient of
about 0.9 or larger. The CI wave functions are consistent with
near degeneracies of the d,2-2, d,;, d2, and d,; orbitals. The d,,
orbital is higher in energy, however, with a small energy gap
in the Fe(Il)—salen (which favors the high-spin quintet state)
and a somewhat larger energy gap in the Ru(Il)—salen (which
favors the triplet state). The orbital degeneracies make the
Fe(II)— and Ru(Il)—salens difficult to describe with the B3LYP
and BP86 DFT methods. This strong multireference character
continues throughout the d® metal—salen series.

3.2. Co(III)— and Rh(IITI)—Salens. As with the Fe(II)— and
Ru(Il)—salens, the active space chosen for the Co(Ill)— and
Rh(IT)—salens was comprised of the five d-orbitals. Interestingly
for the Co(IlI)—salen, the CASPT3 and DFT methods predict
a triplet ground state, and the CASPT2 and CASSCF methods
predict a quintet ground state. As the higher-order perturbations
are added to the CASSCF computations, the triplet and quintet
states become nearly degenerate, as predicted by the CASPT2
method, and eventually switch order as in the CASPT3
computations. The corrections, however, do not seem to be
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Figure 3. Overlay of the CASSCF (black), B3LYP (green), and BP86
(blue) optimized geometries for the 1'A (left) and 1°A (right) states of
Co(III)—salen.

convergent. The difference in relative energies for the CASSCF
triplet and quintet states is ~10 kcal mol~'. This difference
changes to ~2 kcal mol™! and then ~21 kcal mol™' for the
CASPT?2 and CASPT3 triplet and quintet states, respectively.
This trend makes it difficult to assess the performance of DFT
methods because, in this case, the CAS-type computations do
not appear to have converged.

3.3. Ni(IV)— and Pd(IV)—Salens. The charge of the metals
in Ni(IV)—salen and Pd(IV)—salen pulls electron density toward
the center. Consequently, the active spaces for the Ni(IV)— and
Pd(IV)—salens were increased to include both Rt orbitals as
well as the five d-orbitals, whereas in the previous metal—salens
the Rt orbitals always remained doubly occupied. CAS-type
relative energies for the Ni(IV)—salen suggest that the lowest
singlet, triplet, and quintet states are nearly degenerate. Both
DFT methods predict an apparent singlet ground state; however,
the ordering of the other states is in disagreement. The B3LYP
method predicts a quintet state to follow the singlet state with
a relative energy of 8 kcal mol™! and the triplet state 13 kcal
mol ! higher than the quintet state. The BP86 method, on the
other hand, predicts the triplet state to follow the singlet state
with a relative energy of 9 kcal mol™! and the quintet state 30
kcal mol™! higher than the triplet state. For the Pd(IV)—salen,
CAS-type computations predict nearly degenerate singlet and
triplet states with a high lying quintet state (29 kcal mol~! above
the ground state according to the CASPT3 method). Both DFT
methods, in this case, are in agreement with the CAS-type
methods, but with overestimations of the quintet energies (43
and 52 kcal mol™!' for the B3LYP and BP86 methods,
respectively). This could be due to either the overstabilization
of the low spin states or the understabilization of the quintet
states.

3.4. Geometry Analyses. Although the energetic ordering
of states does not appear reliable as computed by DFT methods,
DFT optimized geometries are in good agreement with CASSCF
optimized geometries; errors are mostly on the order of 0.1 A
LMRSD. Figure 3 overlays the DFT geometries with the
CASSCF geometries for the singlet and quintet states of
Co(Ill)—salen. The worst agreement between the DFT and
CASSCF methods for geometries is observed for the quintet
state of the Co(IlI)—salen, where there is a deviation of 0.3 A
LRMSD. LMRSDs over 0.2 A for DFT methods normally
appear when comparing the quintet states of the metal—salens
(specifically the Ru(Il)—, Co(Ill)—, and Pd(IV)—salens). The
salen ligands in the quintet state CASSCF geometries twist out
of planarity to a greater degree than the lower spin state
geometries as depicted in Figure 3. DFT methods do not predict
this out of plane twisting for the quintet states. Uncharacteristi-
cally, DFT singlet state optimized geometries for the Ni(IV)—salen
incur greater deviations (~0.24 A LMRSDs) than the higher
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TABLE 3: LRMSD (A) in Molecular Geometries® for the
Optimized 1'A, 1°A, and 1°A States for the B3LYP Model 1
Compared to Model 2 Systems

state LRMSD
Fe(II) 1'A 0.23
1’°A 0.05
1°A 0.19
Co(III) 1'A 0.20
1°A 0.06
1°A 0.14
Ru(II) 1'A 0.33
1°A 0.06
1°A 0.24
Rh(III) 1'A 0.08
1’°A 0.06
1°A 0.10

“ Comparisons based on the heavy atoms of the model 1 system.

spin state geometries compared to CASSCF optimized geom-
etries. For all other metal—salens considered, the largest
deviations are between the quintet geometries. Nevertheless, the
DFT and CASSCF optimized geometries are fairly similar for
all systems considered.

3.5. Larger Model Salens. Due to the reliable performance
of DFT optimizations, CASSCF computations for the model 2
salens were performed at B3LYP optimized geometries. The
relative energies for the model 2 Fe(Il)—, Co(III)—, Ru(I)—,
and Rh(III)—salens are shown in parentheses in Table 1. All
methods predict the same energetic trends for the model 2
systems as for the model 1 systems. The similar trends indicate
that there are no dramatic changes in the electronic structure as
the larger model systems are used. This result is expected since
the most important orbitals are the d-orbitals of the metal center
and it is unlikely that they will mix to a significant degree when
moving from the model 1 to the model 2 system. For the model
2 Ni(IV)— and Pd(IV)—salens, difficulties in keeping the
appropriate orbitals within the active spaces for the CASSCF
computations were encountered. It remains unknown whether
the differences between the R orbitals of the model 1 and
model 2 systems change the energetic ordering of spin states
and the energy gaps between them for these two cases.

The B3LYP optimized geometry LMRSDs between the model
1 and 2 systems are presented in Table 3. For all triplet
geometries considered, the model 1 systems are very similar to
the model 2 systems with 0.06 A LMRSDs or less. The
optimized Rh(II)—salen model 1 geometries reproduce the
model 2 geometries for the singlet, triplet, and quintet states to
less than 0.10 A LMRSD. The comparison of the Ru(Il)—salen
singlet geometries incurs the greatest error of 0.33 A LMRSD.
Although some of the model 1 geometries differ by a few tenths
of A LMRSDs compared to the model 2 geometries, they are
close enough to capture the correct electronic structure of the
complexes considered here. Moreover, preliminary investiga-
tions suggest that the model 2 ligand does a good job
reproducing the geometry of the full salen ligand.

4. Conclusions

The systematic study of the reliability of DFT methods for
organometallic complexes has been extended to the d°
metal—salens. DFT methods rarely predict the correct ordering
of states as compared to high-level CASPT3 results. Moreover,
in general, the splitting between states seems to be underesti-
mated by the B3LYP and BP86 functionals.

For the highly charged Ni(IV)— and Pd(IV)—salens, however,
either the quintet states are understabilized or the singlet and



Electronic Structure of Metal—Salens

Figure 4. Overlay of the model 2 (black) and model 1 (gray) B3LYP
optimized geometries (common heavy atoms only) for the 1'A (top),
1A (center), and 1°A (bottom) states of Ru(Il)—salen.

triplet spin states are overstabilized, which leads to overestimated
energy gaps. A curious nonconvergence of the perturbative
correction series for the Co(II[)— and Rh(III)—salens was
observed. Further investigation of these systems is underway.

Unfortunately, we have not detected a trend which would
indicate when DFT can be expected to provide reliable energetic
ordering of spin states for metal—salen complexes. However,
DFT geometry optimizations are in good agreement with
CASSCEF geometry optimizations. This result is consistent with
previous findings for d’ and d*> metal—salen complexes. The
results for the energetic ordering of spin states for the larger
model 2 salen, furthermore, show no appreciable difference from
the smaller model 1 salen results. Therefore, the model 1 system
and DFT geometry optimizations can be considered appropriate
for most computations concerning d® metal—salens. New DFT
functionals may improve the accuracy and reliability when
considering metal—ligand complexes®**’>7* and as such, further
research is necessary and is currently underway.
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